MAC Scheduling with Low Overheads by Learning
Neighborhood Contention Patterns

Yung Yi, Member, IEEE Gustavo de Veciang&genior Member, IEEENd Sanjay Shakkottalember, IEEE

_Abstract—Aggregate traffic loads and topology in multi-hop (a) Achieving low control overheadh a distributed imple-
wireless networks may vary slowly, permitting MAC protocols to - mentation of link scheduling with throughput-guarantees-
learn’” how to spatially coordinate and adapt contention paterns. 5| gverheads are unavoidable, since nodes need to exehang

Such an approach could reduce contention, leading to better trol to ch “ d” schedul .
throughput. To that end we propose a family of MAC scheduling control messages to choose a "good” schedule over time-

algorithms and its general conditions, if satisfied, ensurdattice- ~ Slots and achieve provable throughput-guarantees. §léanl
throughput-optimality (i.e., achieving any rate-point on a uni- control overhead is of great importance for both ease of

form discrete-lattice within the throughput-region). This general jmplementation and higher throughput, particularly ineléss

framework for lattice-throughput-optimality allows us to design multi-hop networks with limited bandwidth resources
MAC protocols which meets various objectives and conditios. I, o . AR

In this paper, as instances of such a lattice-throughput-opmal (l_)) Universality’ for interference modeIsEX|_st|ng al-
family, we propose distributed, synchronous contention-ased gorithms to date have mostly targeted a particular set of

scheduling algorithms under graph and physical interfererce graph-based interference models. In a more realistic model
model that (i) is lattice-throughput-optimal, (i) does nat require  one would identify interference relationships based onFSIN
node location information, and (iii) has a signaling complaity (Signal-to-Interference-Noise-Ratio), considering geggate”

that does not depend on network size. Thus, it is amenable . . .
to simple implementation, and is robust to network dynamics interference. There is little work othroughput-optimahlgo-

such as topo|ogy and load Changes_ Further’ we propose aritth Under th|5 phySical interference mOdel. The graph in
heuristic, which belongs to the proposed throughput-optinal terference model enables us to leverage well-developgthgra

family, for achieving faster convergence, leading to a be#r theoretic results. The physical interference model refleaire
transient throughput. realism, but the complex interference coupling and agdeega
interference becomes an impediment to development of a
distributed scheduling algorithm with a provable throughp
o ) guarantee. Since both models (graph-based and physiesl int
A. Motivation and Overview ference) have their proponents, it would be useful to dgvalo
Since the seminal work [2] on throughput maximizatiorynified scheduling framework, which allows the development
there has been growing interest in distributed MAC scheduli of throughput-optimal distributed scheduling algorithrios
algorithms withprovablethroughput-guarantees over wirelesoth models.
multi-hop networks. The problem is to find a “throughput- In this paper, we first propose a MAC scheduling frame-
optimal” algorithm, i.e., a link scheduling algorithm thsth- work and associated conditions, which, if satisfied, ensure
bilizes the system whenever possible, subject to the aingtr lattice-throughput-optimalityj.e., achieve any rate-point on
on the sets of simultaneously schedulable links. Reseancha discrete-lattice (which can be made arbitrarily fine by a
distributed algorithms is crucial in wireless multi-hopgwerks suitable choice of parameters) within the throughputaegi
due to difficulty in having a centralized coordinator. Recerirrespective of underlying interference model. Next, as an
advances on this area propose various types of algorithrimstance of the proposed family of lattice-throughputiopd
maximal/greedy scheduling (e.g., [3-7]), pick-and-corepaalgorithms, we develop a synchronized contention based al-
scheduling (e.g., [8,9]), and random access scheduling, (egorithm, RCAMA (Randomized Contention Aware Multiple
[10,11]). Access), which only requires very simple contention sig-
In this paper, our objective is to develop distributed, symaling on each time-slot. Further, RCAMA operates in a
chronous contention-based scheduling algorithms for bditlynamic” manner, i.e., schedules (determined in a distetd
graph-based and physical interference model (i.e., mah-lmanner) are initially not necessarily conflict-free, butkea
based interference with a minimum SIR requirement farode progressively adapts its schedule and converges to an
successful packet decoding at receivers) tiftis lattice- optimal conflict-free schedule (see Figure 1). Our apprdach
throughput-optimalii) does not require node location/explicittontention signaling enables each node to ‘learn’ its neigh
path-loss information, an@ii) has a signaling complexity thatborhood’s contention patterns in an autonomous manner and
does not depend on network size. Thus, it is amenable &dapt to changes in traffic load and network topology.
simple implementation, and is robust to network dynamics Note that under the physical interference modeteatral-
such as topology and load changes. Our work is motivateed schedulinglgorithm requires exact topology knowledge
by the following: (i.e., node locations, path-loss coefficients and netwark-c
nectivity) to achieve throughput-optimality — this infoation
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prisingly, the proposed distributed algorithm achievdaide- decided based on the queue lengths of interfering links astd |
throughput-optimalitywithout centralized geographical infor- requires constant overheads with throughput-region®dos
mation. To the best of our knowledge, this paper is thlat of maximal/greedy scheduling. In this spirit (i.e.ege-
first to propose a distributed, throughput-optimal schiedul length based access probability selection), related wisté a
algorithm under the physical interference model. includes [14]. Research efforts, called pick-and-compare
We focus on a random access approach that uses memorgggdroach have been developed to achieve the maximum
past (local) schedules in order to provide a higher throughpthroughput with polynomial complexity motivated by the Wwor
guarantee than the algorithms described in current litegat in [15]. The pick-and-compare based algorithms [8,9, 1€] ar
(we refer to Section I-B for additional discussion). “Ranto essentially an “infrequent” computation of the max-weight
access” has been popularly implemented in a practical mktwschedule, such that complexity on each time-slot is divided
due to its ease of deployment. In this paper, we assume thd multiple time-slots [17, 18]. Thus pick-and-compalgoa
a node has explicit knowledge of ikscal (long-term) offered rithms reduce (average) complexity without loss of thrqugh
load (i.e., offered load on each of its outgoing links). Wbut incurs exponentially large delay.
are able to prove that this extra local-information at nodesNote that all related work that we have surveyed so far
leads to a distributed, lattice-throughput-optimal aiwn does not make explicit use of the offered load (i.e., stasist
that requires only three and two stages of simple contentioh the load over any link in the topology). This indicates
signaling under the physical and graph interference modeisat scheduling algorithms, which are unaware of arrivegd,ra
respectively, irrespective of network size. pay significantly large cost in terms of control overhead
In practice, depending on the types of services supported delay. As mentioned earlier, in this paper we propose
by the network, information on the offered load can either kn algorithm with a small knowledge of local offered load
explicitly given to the nodes or be measured by the nodesin significantly reduce control overhead as well as achieve
If we have a guaranteed-service network based on a resougetge throughput-region. Most importantly, unlike much of
reservation signaling (e.g., RSVP [12]), the amount of lodtie earlier work (which are predominantly for graph-based
could be known a priori by nodes in the path of a reservénterference models), the current approach works for laysi
flow. However, in a typical best-effort service network, théterference models as well.
amount of load is not explicitly provided to the nodes, but We conclude this subsection with a brief survey of related
the nodes could measure/estimate offered load over a Ruitalork to scheduling under the physical interference model
time-period. The main motivation for RCAMA is that althougHthese alorithms however have a different objective froat th
individual (end-to-end) traffic loads may change quickhg t in this paper). The work of [19-21] develops a mathematical
aggregates on some congested links may, in many relevaragramming formulation for minimizing the frame size over
applications, change more slowly and locally. Similarlgde a TDMA wireless multi-hop networks, and proposes a dis-
mobility (that leads to changes in topology and load) mightibuted heuristic [19, 20] that considers only closestifarers
be slow enough to permit a MAC scheduler to learn arahd a centralized heuristic which is used as a benchmark [21]
exploit the offered traffic characteristics so as to quicklyhe authors in [22] define the “scheduling complexity,” i.e.
realize “good” schedules. Because the loads may exhibiesominimum amount of time required until every link is schedlle
variation, or measurements may be noisy, a node may useaafeast once, which is studied in an asymptotic manner.3n [2
upper estimate for it. 24], the authors have focused only on computing maximum
Our scheduling framework and the proposed algorithms ctiroughput under the physical interference model by jgintl
be applied to both physical and graph interference modwnsidering routing, MAC scheduling, and power controlin a
with slight modifications. However, scheduling probleme aroptimization framework, but no practical, throughputiopzil,
generally more challenging in the physical model due to tigistributed algorithm is presented.
impact of interference generated by far-field transmission
Thus, we focus on the physical model in this paper, and we
refer the readers to our technical report [13] for graph Base”
interference models. The main contributions of this paper are as follows:
(i) We first propose a scheduling framework (DRS: Dynamic
Randomized Scheduling), that achieves any rate-point on
B. Related Work a uniform discrete-lattice within the throughput region
Scheduling achieving maximum throughput dates back to (i.e., lattice-throughput-optimal). To that end, we give
the work [2] by Tassiulas and Ephremides, where the authors two general conditions, which, if satisfied, ensure that
show thatmax-weighscheduling proves to maximize through-  an algorithm in the DRS family is lattice-throughput-
put in constrained queueing systems. Max-weight scheglulin  optimal, and we further study their rate of convergence.
essentially corresponds to a maximum weight independént §8) Next, as an instance of the DRS family, we propose a
problem, which is known to be NP-hard, and thus requiring synchronous contention-based algorithm, RCAMA-MAX
significant overheadMaximal/greedy schedulinge.g., [3— (Randomized Contention-Aware Multiple Access-MAX),
5,7]) has been proposed with the objective of polynomial- where multi-stage contention signaling in conjunction
complexity overhead, however at the cost of a reduced with randomized time-slot selection is used. We prove
throughput-region. The work in [10,11] employs random lattice-throughput-optimality of RCAMA, by showing
access approach, where transmission attempt probalslity i that RCAMA satisfies the two conditions in (i). The key
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ideas are summarized as a priority-based slot access witessage frony to i are decodable af and i, respectively,
preemption and persistence properties. In spite of lattioghere the ack message frofnwill be sent only when the
throughput-optimality of RCAMA-MAX for general net- data message is decodablei at

work topologies, it may not be hard to be practically

be implemented due to its large power consumption B. Lattice-Throughput-Optimality: Notation and Definiti®
signaling. We propose a practical alternative, RCAMARafinition 11.1. A link scheduled — (4, € {0,1} : 1 =

VIR, whose signaling power consumption i_s significz_;lntl ....|L]), As, whereA; = 1 if the link  is scheduled for
smaller than that of RCAMA-MAX, but achieves Iatt'ce'attempted transmission, and 0 otherwise.

throughput-optimality for many practical network topolo- .

gies in wireless multi-hop networks. A link schedule A is said to besuccessfulif the trans-
(i) We propose an adaptive variation of RCAMA, AR-missions scheduled byl are successful when they occur

CAMA (Adaptive RCAMA), which again satisfies theSimultaneously. We denote the collection ofsliccessfulink

two conditions in(i) and adaptively biases slot selectiorschedules byA.

probabilities based on the past contention histories. Wessinition 11.2. We define thehroughput regiom\ by:
show via simulation that only a short duration of memory o '

|A|
is required to increase performance, resulting in goo _ S = T _ o
adaptation to load/topology changes. A {a la= > A 0<Bi<L ) G 1}'
The rest of this paper is organized as follows: We begin with
a description of the system model, notations, and defirstio
in Section Il. Next, in Section lll, we define the DRS algo 4]
rithm family, and present two general conditions for a DR i - k;
algorithm to be lattice-throughput-optimal. In SectioNsand iF = dala= Z Bidi, ﬂi:f’ Zki:F’ kie{ov""F}}'
V, we propose RCAMA as an instance of such a lattice- Aica =1
throughput-optimal family. Finally, in Section VII, we vdhte Intuitively, Ar is the lattice-sampling ofA with adja-
our results using simulations. cent points having a distance df/F. Note that A =
CL(Up=1,....ccAF), whereCL(Z) is the closure of a se¥.
[I. SYSTEM MODEL, NOTATIONS, AND DEFINITIONS A scheduling algorithmIl chooses a sequence of link
A. System Model schedules (which are not necessarily successfdl)s] : s =

) ) ) o 0,1,..), Where/Y[s] is the link schedule on time-siat
We assume that time is slotted. A time-slot duration is

suitably chosen to accommodate the transmission of one-fix&gfinition 11.4. For a fixed ¥, the offered loady'is said to be
size packet. We model the wireless multi-hop network by /-lattice-feasiblef ;'€ Ap. A scheduling algorithnil is said
graphG(L, V), where£ andV denote a set of directed linksto be F-lattice-throughput-optimaif II stabilizes the system
and nodes, respectively. We assume that for any link betwd@h any F-lattice-feasible load.

two nodes there is a counter-part in the opposite direcW#. £, 5 F-lattice-feasible loags, by multiplying the offered

denote a directed link from nodeto nodej by i—j. For |oaq by 7, we henceforth deal with positive integer-valued
concreteness, the wireless system under study hsisige |4, g'c Zf‘, i.e., 0, corresponds to the number of requested
frequency/code and each node is time-synchronized and hga_siots over linkl out of F time-slots. We call a group of

half-duplex radio. , F time-slotsa framethroughout this paper.
We assume a fixed power model, where a transmitter US€$n our framework. the lattice-parametd? is a system-

the power P for data transmission, and SINR (Signal-t0yiqe parameter that is known to every node in the network
Interference-Noise Radio) is considered to determmeeﬂﬁ:ca_priorL Thus, throughout this paper, we implicitly assim
or failure of a transmission. _ that the lattice-parameter, denoted By is fixed. Further,
A message fromi to j is decodableif for simplicity, we use the terms “throughput-optimal’ and
Gi; P S ) “feasible” to refer to ‘F'-lattice-throughput-optimal” andF'-
' > 7, NP : e
nj + Zkew(i) Gy, P lattice-feasible,” respectively, unless explicitly nedd

AeA i=1
efinition 11.3. For any fixed positive integeF, we define
the F'-lattice-throughput regiom » by:

whereV; (i) is the set of nodes transmitting simultaneousiyiil. D YNAMIC RANDOMIZED SCHEDULING: CONDITIONS
with 4 on a given time-slot(y;; is the propagation loss from FOR THROUGHPUFOPTIMALITY

i to j, and); is the thermal noise power gt The SINR |, this paper, we consider “frame-based” scheduling algo-

thresholdy depends on the desired bit rate, bit error rate, apghms where scheduling patterns are determined on a frame
design parameters such as modulation, coding, and so onyy frame basis (i.e.F time-slotsy, and we will see that it is

In practice, in addition to interference, wireless link® arg sicient to consider such class of algorithms.
prone to errors due to many other factors (e.g., fading)sThi _
leads to high packet loss rate detrimental to upper-laydope Definition lll.1. We define arame schedulgFsS) to be a
mance. Thus, in many MAC protocols, reliability is providegonsecutive sequence 6f link schedules, i.e., anl| x F'
b{] aCkHOWIedglgg transmlss!on_s and. pO.S.SIny re”ar}sﬁml 1Thus, we henceforth use a term ‘time-skdtto refer to the s-th time-
Thus, we say that a transmission over; is successfuli slot inside a frame. We typically use ‘s’ and ‘t' to refer toetindexes of a

both thedata message froni to ;7 and the correspondingck time-slot and a frame, respectively.



7 randomly randomly

matrix, C(Fa 9) = (Cls l=1,..., |£|a s=1,..., F), where adapt same schedules adapt same schedules
c1s = 1 if a transmission is scheduled over lihlon time slot (Il — rrir
s, and 0 otherwise. Further, thé-th row vector ofC/(F, §), is . Fsl rs | | FS| FS| ........................ rsf rs ]
said to be aslot schedulever]. A FSC(F,0) is said to be ] 1 —_
feasible if all of F' link schedules (column vectors) @Y F, 9) |oad,mpOmgycmvefggd/optimm load/topology ~~converged optimal
are successful changes//sf:ﬁedule changes schedule\\\\\

' -~ Frame T

As mentioned in Section |, we assume that a node has | 1 | 2 | ...... | i | ...... | £l | E |

knowledge only of the local offered load (i.e., arrival jat@ Stage Tmesior

each of its outgoing links. Thus, for dlle L, 6, = ZF, Cls)
i.e., the number of scheduled time-slots on each Isiﬁli isslequa -- bata | Ack |

to the load offered on that link.

o . ) o ) Fig. 1. Frame and slot structure of RCAMA
Definition 111.2. We additionally define &ransmission prior-

ity, R = (rs : L =1,...,|L[,s = 1,...,F) wherer;, = 1 feasible FS, a sequence of FSs over frames tend to be pro-
(r1s = 0) if ¢;s = 1 and its priority is high (low), and NULL gressively “closer” to a feasible FS with positive probiaail
otherwise {;; = 0). Subject to these two conditions, we have the following

In this paper, we consider the following class of framgheorem:

scheduling algorithms: Theorem lIl.1. For any fixed feasible offered load and topol-

Definition 111.3. A dynamic randomized scheduling (DRS)Ogy’ consider a DRS algorithiii which satisfies the finite

algorithm randomly chooses a sequence (6ft], R[f] : t — improvement and sustenanpe conditions. W_e have that
0,1,...) over frames, where[t] and R[t] are the FS and 1) II converges to a feasible FS, and thiiss throughput-

the transmission priority at frame respectively. A randomly optimal. . _
chosen(C[t], R[t]) at framet may depend on FSs of the 2) Letmi(C) be the convergence time &f to a feasible
previous, saym, frames. In this case we say that a DRS  FS fora given initial frame schedut€. Then,vi € Z,,
algorithm has historyn. Note that in a DRS algorithm without there exist constant8 < Ky < oo and0 < pn < 1,
priority, R[¢] is not in use. such that P{TH(C) > tKH} < p;.

Remark Ill.1. It is clear thatd is F-lattice-feasible, if and  The sketch of proof is as follows: First, it is easily seen
only if there exists a feasible frame schedd€F, 5), by that a sequence of FSs over frames forms a Markov chain.
Definition 11.3. Our objective in this paper is to develop a ®R Then, the finite improvement condition implies that we can
scheduling algorithm whictinds a feasible frame scheduleconstruct a converging path to a feasible FS (g&y), within
within a finite number of frames, and sustains the schedudinite time, sinceD(C, C*) is upper-bounded. The complete
thereafter, for any given feasible lodtican be easily seen that proof is presented in the Appendix.

a DRS algorithm satisfying such properties achieves lkaitic The finite sustenance and improvement conditions described
throughput-optimality. Thus, it suffices to consider thmifg above enable us to verify throughput-optimality of an ins&

of DRS algorithms. of the DRS family. In addition, it allows customization or

enhancement of an algorithm with its throughput-optinyalit

Now, we de_rive ‘.WO conditions, Wh.iCh’ i met_, ensure th%aintained, as long as the modified version satisfies those
a DRS algorithm is throughput-optimal We first define Ronditions. In_this paper, we develop a “base-line” DRS

‘l‘dis;jtarge: betweeg (tjv/vti FS,S (unger the same topology aggyrithm with history 1. We later discuss how such base-
oad), 0 = (c5) an = (ci), to be: line algorithms with history 1 can be extended to adaptive

1Z| | F versions with multiple frame histories for better adamtatio
D(C,C) = 0 — Cle X Cl.. 2y load/topology changes and faster convergence to the dptima
609 ; : ;; e e & schedule in Section VI.
Note thatD(C, ¢") = 0 implies €' = C". IV. RCAMA: OVERVIEW AND PER-FRAME OPERATION

Definition 1ll.4. For a given fixed load and topology, let theA. Overview

current frame to be;. The general frame and time-slot structure of RCAMA are
1) Finite Sustenance Condition (FSC). If C[t;] is feasible, shown in Figure 1. A time-slot is divided into two parts: time
Clt] = C[t;], w.p. 1Vt > ;. for contention signaling and time for data and ack transioniss
2) Finite Improvement Condition (FIC). If C[t;] is not (TX)?. We will describe RCAMA by dividing its behavior
feasible, for any feasible F&*, there is at < co (not into two different time-scaleg(i) per-frame operatignwhere
dependent orC*), such thatD(C[t;],C*) > D(C[t; + each node randomly determines the slot-schedules for tise TX
t], C*) with positive probability. over its adjacent outgoing links, an(d) per-slot operation

The finite sustenance condition means that if a FS converg\/\é@ere a node initiates a RTS/CTS-like contention signaling

.tO a feasible one, |.t.has_ to be sustained thereafter. The fInItzFor notational simplicity, we use the term ‘TX’ to refer toettword
improvement condition is such that before converging to ‘@nsmission’ throughout this paper.




to resolve contentions and implicitlgarn contention patterns ;//?_ : ;ﬁaﬂzmissbn SucceSS/fa"hf%utgoing links of a noddy, Iz, I3
. . . . . . [ oW priori
in the ne|ghk_J0rhood. In this sectlon_, we d_escrlbe_ only per- frame Sigezggotsty 0,=36,=2 0,=1
frame operation, and per-slot operations will be discussed
Sections V 1 2 3 4 5 6 7 &1 2 3 4 5 6 7 8
The RCAMA is designed to ensure the following two ‘.":"7:"‘7:"_:"_:"7:7":"’7‘1 TSI R
properties: AR RN N A
1) Persistence: A successful TX at a given time-slot at " [LR2H2by ¢ 1 1 1 Rtafd 44 1 LM
the current frame persists on the same slot at the next'>| | | @&H] Ot | AT e T R
frame. RS TS S e e s Al R L
2) Preemption: An unsuccessful TX can preempt a time- oo R
slot (with positive probability) used by a persistent frame t-1 frame t

successful TX.
As discussed earlier, it suffices to show that the syste'ﬁﬁl- 2. Example of Rule IV.1: Since at frante- 1, the TX overl; on time-

f ible ES hi h h . l slot ‘1’ and overlz on time-slot ‘4’ were successful, these TXs are scheduled
convergesio. a feasible to achieve throug pUI'Opt'mamﬁnce again withlow contention priority at the same time-slot positions at
By the persistence property, once the system reaches a™gofghme t. For the unsuccessful TXs ovéi on time-slots ‘2’ and ‘3, we
(i.e., feasible) FS, it stays in that FS. Preemption pr(yperrpndomly cho_ose two time-slots of the remaining time-slmﬂgich were not

that th . det inistic “wi | " tieta taken by previously successful TXs (i.e., the node doesamider time-slots
en_sures at there 1S no determinisiic “winner- Os_er Ie ‘1’ and ‘4’ in this random selection). In the example, timets2' and ‘7’
ships among TXs, and enables the system to avoid deadlocks selected, and they are scheduled Witih contention priority.

i.e., being stuck in a “bad” FS. These two properties ensure on a time-slot s and at frame t

that _the system_will_visit arpitrary FSs, and finally.reach a

feasible FS, which is sustained thereafter. We satisfyethes | contention signaling

two properties by assigning priority to scheduled TXs. More : .‘—“1" PN 1/

specifically, by assigning high priority to unsuccessfulsTX  stage I-{validhigh )] [invaid high i)

and low priority to persistent successful TXs, respecyivel contention signaling

allow a newly scheduled unsuccessful TX on a time-slot to e Ly TR IInie--. . .

beat existing successful ones. stage 2 |valid high ()]  [invalid high ()] [valid low (M2} [invalid low (M?)
In addition to provable throughput-optimality, by using a contention sigrfaling (power adjustment k)

low-cost contention signaling (i.e., message complexiagsd e LG R
stage 3 |valid and invalid highk)| ~ [valid low ;)]  [invalid fow (M)

not depend on network size), the algorithm can adapt to
load and topology changes by “learning” local contention i
patterns. In other words, RCAMA does not need any explicit data transhissions occur
mechanism to inform the nodes of such network changes,
and it automatically avoids the situation where multiptegi Fig- 3. Three-stage contention signaling in RCAMA under fiesical
. . . interference model

slots are commonly accessed by interfering links. Further,
application of non-uniform time-slot access probabilityr f
unsuccessful TXs enable the system to learn local contentio
!evels, and o Q|str|bute scheduled -D.(S at different tirfuss emption property is satisfied by Rule IV.1(ii) in conjunction
in a more efficient manner (see Section V). — with the proposed multi-stage signaling in Section V. An

We note that a similar idea of using multiple priorities Wa%xample of Rule IV.1 is given in Figure 2
introduced in Z-MAC [25]. However, Z-MAC considers only ’ ‘
the graph-based interference model, and its major obgectiv
of multiple priorities is to solve the hidden terminal pret
with no provable throughput-guarantee, whereas we use two-
level priority to get both provable convergence and thrgugh A. Basic Algorithm
guarantee. Following the slot-schedules as explained in Section IV-B,

) _ ) on each time-slot, nodes use the three-stage (synchrgnized

B. Per-Frame Operation: Randomized Slot-Selection RTS/CTS contention signaling mechanism to resolve con-

When each frame starts, each node (say,))) determines tentions, and data/ack TXs follow (see Figure 3 for a rep-
the slot-schedules and contention priorities for the TXsrovresentative, pictorial algorithm description).

its adjacent outgoing links. To do this, the following simpl
rules are used:

Rule IV.1(i) corresponds to thpersistenceproperty.Pre-

V. PER-SLOT OPERATION: PHYSICAL INTERFERENCE
MODEL

Definition V.1. A scheduled TX over—; is said to bevalid,
if j decodes the RTS froimand : decodes the CTS from

Rule IV.1 (Slot and Priority Selection Rule) Note that in our three-stage signaling, the validity of a TX

(i) A successful TX on time-sletat framet — 1 persists on does not imply success of the TX, i.e., even if RTS/CTS are
the same time-slot at framet, with priority set to be decoded, the data TX or ack reception can fail. For this ®easo
low. we differentiate betweenalidity and succesf a TX.

(i) If a TX was unsuccessful at frante- 1, a time-slot is  We denote byH (resp. M) a set of links scheduled (on
randomly selected from the time-slots not already taken given time-slot and frame) with high (resp. low) priority,
in (i), and its priority is set to benigh. H, M C L. At each stage, contention signaling is conducted



H Fpr H 1 1/0: TX success/failure Assumptions: slot 1 slot 2
for high and/or low priority TXs. We use the notatioHs; and HIL: HighlLow Priority L RTS(ABRNIRTS(C.E) :
H; to r_efer to _va_l|d and _|nvaI|d hl_gh priority TXs at st_ag_e load/frame size " z.ﬁ?sR(/Tx,SéQh? RIET“ISS(D,F)
respectively. SimilarlyM3, and M are used for low priority ©=® --> RTS(A,B) fails
TX / 3.CTS(B,A)andCTS(E,C)
S. 2 ® --> both succeed
() Stage 1. Contention signaling is performed for| @< ~ 12 4.CTS(B,ARNACTS(D,F) _
. ! 1 1 - --> both succeed A feasible
only the TXs inH, based on whicl#;, and /; are deter- @ ® schedule  (¢)

mined (note that{{, U H} = H). The three-stage contention
signaling is constructed to ensure that data ©¥surover the
links in H,, irrespective of the results of the subsequent stag
2 and 3However, their success is not guaranteed, because T
in H{, could fail if their actual data/ack TXs occur together
with TXs in M.

(e) two priorities & power adjustment

T

T
.
.

deadlock
converge

frame 0  frame 1 frame 2

We will later show that it suffices to guarantee the success
. 1 . . .
of all TXs in HV on each tlme-sIOF fOIT throthpUt'Opuma“tyFig. 4. Example of RCAMA: In absence of contention prioritydasignaling
(see Theorem V.1). Thus, the objective of subsequent stageser adjustment, TX oved— B keeps failing with either choice of time-
2 and 3 is to ensure the success of TXWE}. slot ‘1’ or ‘2, since RTS fromA is not decodable aB due to interference

ana
choice

" . . - i . : d f from eitherC' or D, over frames. However, in RCAMA, from Rule IV.1, the
(") Stage 2: Contention signaling is performe O unsuccessful TX ove— B at frame ‘0’ is assigned high priority at frame

the TXs inH{, and the TXs inM, based on whictH?,, H? ‘1, and due to stages 2 and & adjusts the power for its CTS (destined to

2 2 ; 2 2 _ g1 A and broadcast td®), such that CTS fronfF' is not decodable ab (see the
MV’ andMI are determined. Note tha{V UH; = HV’ and frame 1 in (b)). The same procedure can be applied when TXs 4ve B

M3, U M2 = M. The role of this stage is to identify high and C—E are assigned high and low on a same time-slot, respectiggly.
priority TXs in H{,, which fail due to interference from low this procedure, the system ultimately converges to a fleasi.

priority TXs, i.e., identifyH?2.
(i) Stage 3: Contention signaling is performed again foPe€finition V.2. For any fixed topology and load, consider
the TXs inH}, and only for the TXs inM2 . Recall that our & sequence of adjusted signaling power vectd®;'[t] :
preemption property for throughput-optimality is intended tos = 1,..., F,t = 0,1,...,). RCAMA is said to satisfdigh
ensure the success of high priority TXs7. The objective Priority Condition (HPC)with (P[¢]), if with P2[¢], all the
of Stage 3 is to invalidate low priority TXs, which can caus&Xs inj, (s)[t] are successful, over any time-slot and frame.
the TXs inH7 to fail (note that TXs i} will be successful
even with interference by low priority TXs). To that end, w
employsignaling power adjustmetit RTS/CTS signaling for
TXs of H2, i.e., the transmitters and the receiverg4f adjust
their signaling powers appropriately, such that interfgriow

As described in Section IV-A, Definition V.2 corresponds to
%@ condition ensuring that “good” high priority TXs (i.e.,lich
TXs at stage 1) are successful. Now, Theorem V.1 implies that
it suffices to guarantee the success of TXsH# by using
o ; ; sufficiently large adjusted power in stage 3 for throughput-
priority TXs are invalidated. optimality of RCAMA. Recall thatH{, = H?, UH7, and TXs

H . H 1
(|v).Data3/ack TXs: Data TXs occur for TXs ity and ;3,2 are guaranteed to be successful even with interference
TXs in My,. ACK messages are sent back to the transmittesy |ow priority TXs.

by the receivers which can decode data. ) )
An example of the three-stage contention signaling ifheorem V.1.For any given flxedqiopology and load, suppose
RCAMA is exemplified in Figure 4. It shows how it operate$hat RCAMA satisfies HPC withP*[¢]), then
and converges to a feasible FS. 1) RCAMA satisfies the finite sustenance and improvement
We note that transmission power control for signaling, conditions. Thus, by Theorem lII.1, it is throughput-
which is similar to signaling power adjustment in this paper optimal. . . .
has been proposed with the main objective of throughput im-2) RCAMA satisfies HPC witany (Q4[t]), whereQ4[t] >
provement (see [26] and references therein). The appredche PA), s=1,...,F,t=0,1,..., in element-wise.
[26], however, do not consider the physical interferenceleho : . .
; This result enables us to develop the following simple,
and they do not provide a study of provable performan%e . ) o
. . i istributed throughput-optimal algorithm:
guarantees (i.e., no throughput-optimal properties).

RCAMA-MAX: All the signaling power adjustment (i.e.,
B. Signaling Power Adjustment and Throughput-OptimaIityP_sA[t]), are set to beP,,.., where Py,q, is the amount of
signaling power, such that signaling witR,,,, in a TX

The remaining question is how to compute the adjusteqjigatesall other simultaneously scheduled TXs.

powers for TXs in’H? in an efficient, distributed manner,
which we will discuss in this section. The assumption thak,,,, exists is reasonable for wireless

We will use the notatiort2(s)[¢] to explicitly refer toH?2 multi-h_op networks deployed of a finite size. The following
on the time-slot at framet. We first let PA[t] = (P7, Pe),[¢], immediate corollary follows:

Pr=(P]), P = (Pf),l € Hj(s)[t] be the adjusted signaling corollary V.1 (RCAMA-MAX). For any fixed topology
power vector on time-slot and framet at stage 3, wheré”  and feasible load, RCAMA-MAX satisfies HPC, and thus is
and P¢ corresponds to the powers for sending RTS and Cfroughput-optimal.

messages, respectively.

Remark V.1. Note that under the physical interference model,
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Fig. 5. Example of RCAMA-VIR: we have one high priority and low
priority TXs scheduled on a same time-slot. The high piofiX is clearly
valid at stage 1. At stage 2, suppose that at stage 2 an RTS AveB
is not decodable due to the aggregate interference of R8s df; to D;,

i = 1,...,N. Now, B assumes that its RTS decoding failure is due to a

single virtual low priority TX. By estimating such aggreganterference,B

the system is interference-limitéd
The transmitters({) and the receiver(l) of link [ € H?
perform the following procedures:

RCAMA-VIR:
1) d(I) (s(1)) estimates the aggregate interference gen-

erated by low priority TXs during RTS (CTS) slot,
and assumes that such interference is caused by the
transmitter (receiver) of a singlertual low priority TX.

(see Section V-D for discussion on estimation of the
aggregate interference).

computes the distance from itself @ (the virtual transmitter). In the CTS-  2) d(l) (s(1)) computes an upper-bound on the distance to
slot of stage 3, B sets the sufficiently large CTS power tolidate a CTS the transmitter (the receiver) of the virtual TX. This

> . | y ! " ;
e e o o 31" upper-bound is computed based on the bounds on the
path loss exponent (i.eqq < a < @), and the interfer-

ence estimation in (i).

3) By assuming that there is no power path-loss between
the virtual transmitter and receivell) (s({)) computes
the adjusted CTS (RTS) power, required to invalidate
the virtual TX.

a centralized algorithm needs information on node location
and network connectivity to achieve throughput-optiryalit
Surprisingly, however, Corollary V.1 implies that theréstx a
distributed throughput-optimal scheduling algorithm tlimes
not need such centralized topology information.

An example of RCAMA-VIR is shown in Figure 5. Note
that RCAMA-VIR may not be throughput-optimal, when many
far field low priority transmissions are interfering a high-p
ority transmission. However, we will show that RCAMA-VIR
achieves throughput-optimality under reasonable assangpt
(see Theorem V.2).

In spite of the provable throughput-optimality and theull
distributed nature of RCAMA-MAX; it may not be a practical
algorithm, since for a large-scale multi-hop network,, ...
should be very large. This is not a desirable feature leaftting
low efficiency of energy utilization and poor transient thgh-
put. In other words, with RCAMA-MAX, every low priority
TXs will fail, and only high priority TXs surviving stage 1
will succeed. The main observation behind this limitatidn d. Estimation of Interference
RCAMA-MAX is that we need to consider the “worst-case,” Note that the major difference between Stages 1 and 2 is
i.e., the case when a large number of far field low prioritijhe existence of low priority TXs. Thus, it is intuitive toeis
TXs interfere with a high priority TX (which was valid atmeasurement of the total received signal powers at Stages 1
stage 1). However, it is known that interference is domidateind 2 and using their differences to estimate the intertaren
by a small number of nearby transmissions mainly due to nagy jow priority TXs.
linear signal power loss. Using this observation, in thetnex Consider a TX! € H2. We denote bleli(l) (reslo-éslz ),
section, we propose a new distributed algorithm, RCAMAe total received signal power on RTS (resp. CTS) slots at
VIR, which uses far lower powers tha,.., but still guar- stage 1 byd(l) (resp.s(()). Similarly, we use the notations
antees throughput-optimality under reasonable assungtio R?z(z) and @3@7 at Stage 2. We also lef;, and I¢, be

the exact aggregate low priority interferende d(!) ands(l).
To estimate the interference by low priority transmittensl a

C. RCAMA-VIR receivers, we use the values defined in the followif[gl:) £

The main idea in RCAMA-VIR is to use a sufficiently high®3 | — R}, and similarly, 75, £ C2, — C%.
power (but not as large &%, in Stage 3 signaling), such that Using the above method for estimation, we have
low priority interferers ofH? can be suppressed. This is done

by estimating (and developing bounds) on the interference Ly = Lagy, Ly < Iy ®)
power. since we have

In this section, we assume the followin{j) A receiver . fo sy
can only measure the total received signal power (the dksire lagy = }?l —B ) ) )
signal power plus interference) and know a boolean result = R} (Hy)+R; (M)—(Ri(Hy)+R} (H;))
about the target SINR (i.e., the target SINR is larger than = R?(M)—R?(H})Slg(l) ('.'Rf(/\/l)zlg(l)),@)

the thresholdy or noty; (i) the propagation loss is modeled . ,
by Gy; = 1/d(i, j)*(9), whered(i, ;) is the distance betweenWhere 1/(A) corresponds to the total received power by a

nodesi and;j, anda(i, 5) is an “effective” path loss exponentrece“’er of link! from RTS TXs inA during stage. Similarly,

C C
(which may depend on the node-pair), for which each nod ls0 have that(, <I{.
knows (lower and upper) bounds (i.e.,< «a(i,j) < @); (iii)
4In this system, the link operates at a sufficiently higSINR threshold),
so that the effect of thermal noise is negligible as comptréle interference.
SNote that we do not assume that the receiver is able to knovexhet However, this can be readily extended to the more generaingst®on that
SINR value as well as individual or even aggregate purefarence generated 0 < n; < e x (interference) wheree is the ratio of thermal noise to the total
by other transmissions. interference.



. . . TABLE |
In other words, our estimation is a lower-bound on th@e crrIncrREASEFDECREASE SL[t]: SLOT STATUS OVER LINKI ON SLOT

exact interference by low priority TXs. This lower-bound s AT FRAME ¢

in the interference estimation and the bounds on the path | Si[t—3] [ SIt—2] | Si[t —1] | Weight Inc/Dec]

loss exponent lead to an upper-bound on the distance to the SuUCC SucCC SUCC —Dq

transmitter/receiver of the virtual TX, which is used in the FAIL/IDLE SUCC SUCC —Dy

proof of throughput-optimality of RCAMA-VIR. FAIL FAIL FAIL +h
SUCCI/IDLE FAIL FAIL +1

Theorem V.2 (RCAMA-VIR). Suppose that there exists
a maximum distance of interference between nodes andslet access probability is set to beversely proportionato the
maximum number of interferers, denoted &y; and Ny, current weight. This biased probability is used for setegti
respectively. 1%/ Ny (dint )/ %) < dpniy, Whered i, is the  time-slots for unsuccessful TXs. Also, by setting a minimum
minimum distance between two nodes, then RCAMA-VIR satd maximum for each weight, we can avoid pathological
isfies HPC. Thus, it is throughput-optimal from Theorem V.kases (e.g., the time-slot access probability could bérariy
mall or close to ‘1), i.e., there exist and w, such that
<w<w<ooandVs e {1,2,...,F},Vi e L, andVt > 0,

< wl[t] < w, where we denote the slot weight vector of
ink [ at framet by @'[t] = (wi[t]: s=1.---,F)).

S

Theorem V.2 implies that if the inter-node distance i
sufficiently large, i.e., node density in a plane is not toghhi
and nodes are distributed in a sufficiently uniform mann
throughput-optimality is provably guaranteed in RCAMA-
VIR. The proof is presented in Appendix. Proposition VI.1. For any fixed topology and feasible load

Numerical Example V.1. As a numerical example, considel"jmd any positive integem < 00, IN ARCAMA with history
the case whed;,,; = 2 x d.;, (@ typical setting in the IEEE m, Theorems V.1 and V.2. still hold.
802.11 DCF by assuming that transmission rage is set to bewe skip the proof for brevity, since it is analogous to those
dmin) for different values of bounds on path-loss exponenisr RCAMA.
and N;,,;, given by:

VII. SIMULATIONS

dmin > 2.5 m if a= o= 3, Nint = 2, . i
dpin > 4m if a=a—=4, Ny =16 In this section, we evaluate the performance of the RCAMA
LS 8m if am4 a—3 N t:’4_ and ARCAMA by comparing them to the base-line RAN-

DOM algorithm. The RANDOM algorithm determines slot-
As discussed earlier, due to non-linear path-loss expaém schedules (based on the requested loads) in a purely random
number of interferers affecting other simultaneously seited manner at each frame, and uses a single-level RTS/CTS sig-
TXs seems to be quite limited, i.&;,; is small, where we naling to gain access to the channel. We choose the RANDOM
have more relaxed condition od,,;,, which still gives a algorithm as a base-line, since it is similar to Aloha-like

provable guarantee on performance. strategy (a “standard” algorithm for link scheduling), and
behaves like a slotted version of a CSMA-like contention-
VI. ARCAMA (A DAPTIVE RCAMA) based scheme.

Note that RCAMA chooses new time-slots for unsucc:essfulv_velght maintenance algorithmde use a simple \.Ne'ght
TXs with equal probability in the subsequent frames. In fadir@intenance algorithm ba_lsed on three frame contenpomrpust
one can potentially increase the rate of convergence ot olap” ARCAMA, where we increase (decrease) a weight more

load changes more effectively by intelligently guessingolth aggreshswely forhbackf-to-back J\j\llures (successes) om% sl
time-slot is likely to be successful and by biasing the tisia- over the past three irames. We expect to see even betler

access probability. As an example, a time-slot with consezu performance increase when more sophisticated maintenance
) o fom so that it would b@lgorithms are used. The intuition for these choices is that

success is highly likely to be “safe”, - S
gnly y pmore back-to-back successes at a time slot indicate that the

beneficial to sustain the corresponding time-slot with big trered load d1th di d hat |
probability at the next frame than other time-slots. In thig/cr€d l0ads aroun the corresponding node at that tiote-s

section, we propose a general family of variations of DCAMAZ® relatively low (i_.e., less “congested"),_and transiniss i_n
ARCAMA (Adaptive RCAMA) family (a subset of the DRS that time-slot are likely to be successful in the future. igim

family), which adaptively assigns different time-slot ass :(r)ttjjitior]l i_s appllied for past:k-é()c;back failuLes. We havegmr_
probabilities, depending on the past contention histohys T Kinds of time-slot status: SUCC (FAIL), where a transmissio

provides ARCAMA with a more efficient learning of localOCCurs and are successf_ql (un_successful), and IDLE otberwi
contention patterns, leading to more robustness to netwar le | Sho""? the (additive) increase/decrease paramieters
changes. As shown in Proposition VI.1 below, such variastioﬁqapt_ slot We'ght$ based on the past three transmissio resu
of RCAMA inherit all throughput-optimal properties. histories, respectively. The parameters are chosen suwath th
To that end, each link is assigned its oglot weight vector, 2t > D2 >0, andl; > I, > 0. We have used, = I, = 3,
and the individual nodes maintain slot weight vectors fer it"2 — .IQ.: 1, 1n a}ll 3|ml.JIatlon results, where the maximum
adjacent outgoing links. This slot weight vector is updated'd Minimum weights (i.ez» andw) are set to 30 and 1.
every frame, mainly based on the TX results (success or ]
failure) at the past frames. To increase/decrease the sighwv A- Physical Interference Model
vector, we define théme-slot statuswhich corresponds to the  Simulation environment. We simulate wireless multi-hop
result of past TXs on the corresponding time-slots. Thea, thetworks with nodes which are randomly distributed in a



1000 x 1000 meter-square area. Thermal noise power at edphone slot with probability?;, decrease their link loads with
receiver (i.e.;;), the minimum required SINR level (i.ey), probability Pp, or stay at the current load (i.e., no change)
and the transmit power level (i.€?) are set to be -90 dBm, 18 with probability 1 — P; — Pp. For simplicity, in the simulation,
dB, and 15 dBm, respectively. The frame size is 10 time-slotse setP £ P; = Pp. Thus, higher values of corresponds
Different signaling power adjustment schemes. First, we to a faster load change with time. Then, the mean load change
investigate the effect of different signaling power adjusht time (MLCT) over L, links is 1/(2P) frames.
schemes on the throughput performance and energy consumg=igure 7(a) shows an example trace of throughput (i.e.,
tion at the “steady” state (i.e., no load or topology changesimber of successful transmission slots) for MLET25
for some time). frames andL., = 5, where we observe that ARCAMA
Figure 6(a) shows the network topology and link corglgorithm tracks the actual load very well, resulting inenic
nectivity generated at random using the parameters aboggaptation to time-varying load changes. Figure 7(b) shows
Figure 6(b) shows a trace of the used powers for differefitat the throughput (over 50000 frames) normalized by the
RCAMA versions. Figure 6(c) shows the performance dictual (time-varying) offered load for different values of
RCAMA and ARCAMA algorithms for a normalized load MLCTs (L., = 1) varying from 25 to 100 frames, where the
by a randomly chosen maximally feasible 18adhich varies error bars represent the maximum and minimum values of 10
from 50% to 100%. We measure the aggregate normalizgignulations with different random seed values (i.e., déffe
throughput for every varying load over 3000 frames. Eadhad changing patterns). For a network with a link capacity
point in the graph is the mean value of 50 simulation expe®f 10 Mbps, and a frame-size of 10 (which corresponds to a
iments with different random seed values. In the simulatick) msec frame duration), this corresponds to a load change
results, (A)RCAMA-NOR represents the (A)RCAMA withoutranging from once every 250 msec to once every 1 seconds.
signaling power adjustment at stage 3. Similarly, Figuré) 6(We observe that with ARCAMA algorithm, the normalized
shows the aggregate average power used in contention &goughput is above 90%, whereas the RANDOM achieves
naling per one successful transmission for different \aloe about 60%.
normalized load. With both simulation results, we obseha t
the algorithms without power adjustment. APPENDIX

_From these simulation results, we observe the following: \ye first observe that Rule IV.1 satisfies the Property VII.1.
(i) ARCAMA has better transient throughput than RCAMAy; pasically says that any TX scheduled at some slebuld

(i) With both ARCAMA and RCAMA, the algorithm with- e v scheduled with positive probability. In particultor a
out power adjustment has greater transient throughput thafycessful TX, probability that the same time-slot is chose

other throughput-optimal versions with power adjustmest,( s 1 \we will use this property in the proof of throughput-
(AJRCAMA-VIR and (A)RCAMA-MAX), as well as better qnimality of RCAMA algorithm in Section V-B.

energy saving.

Note that, in practice, we may need lower powers thdffoperty VIL.1. For any time-slots, and link I, there exists
those used by RCAMA-VIR, and the condition af,;, in @ Positive probability thai[t — 1] = ¢;[t], irrespective of
Theorem V.2 can be relaxed. This is because RCAMA-VIR's'[t — 1], # 1, 5" # s.
is conservatively designed again by considering the pafint-
view from onesingle high priority TX and other low priority B. Proof of Theorem III.1

TXs for the probable throughput-optimality. In other wards Proof of Theorem II1.1(i): From Remark IIl.1, for the

we have not considered the fact that other high priority TX L .
which were valid at stage 1, also generate interference Eroof of throughput-optimality, we will show that the syste

(0] ” . .
interfering low priority TXs, and interference among low- onverges” to a feasible frame schedule. For a DRS alguorith

.~ with historym, it is easily seen that a sequence 61|, R[t])

priority TXs still exists. In fact, as seen above from the sim ver frames forms a Markov chain. by defining a svstem state
ulation results , RCAMA with no signaling power adjustmen(t) Y gasy

has a better (transient) performance than RCAMA-MAX an

RCAMA-VIR even if it is not provably throughput-optimal. X, [t] £ ((C[t —m+1,R[t—m+1]),--- ,(C[t],R[t])),
Essentially, overall higher performance than RANDOM is

due to accessing the channel witlio-level priority, which and we letC[n] = R[n] = 0, whenn < 0, for the initial
significantly reduces contentions. conditions.

Adaptation to load changes. In this simulation, we investi- ~ Then, from the standard Markov chain theory and the finite
gate the effect of network changes in load on the performariéstenance condition, it suffices to show that frany state
of RCAMA-NOR and ARCAMA-NOR algorithm, again for X:»[0], where C[0] is infeasible, we can construct a finite
the network topology in Figure 6(a). We generate time-vagyi sequence of time8 = ¢; <t < ... < t, < oo, such that
loads by a random walk model, where we first determirfe[tn] in X, [t,] is feasible.

a normalized offered load of 60% by a randomly chosen Suppose that'[t;] in X,,[t;] is infeasible (otherwise, the re-

maximally feasible load. Then, at the beginning of each &angultimmediately follows). Choose any feasible frame scited

we randomly choosé..;, links and increase their link loadsC*. Then, at frame/;;; < oo, we have the following two-
cases with positive probability: (a) from the finite improvent

5A load is said to benaximally feasibléf the resulting system load becomesconqitionv.D(C[tiJrl]v C*) < D(C[t;],C*), or (b) C[?Hl] i.S
infeasible withany load increase anywhere in the network. feasible (i.e.,D(C[t;+1] = C**), C** #£ C*). First, if (b) is
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true, the result immediately follows. Second, if (a) is tfrue Now, let us study the evolution of the frame schedule at
we are also done, sinc®(C[0],C*) is upper-bounded by frames{0, Tng, 2Tng, - - - }. Observe that at any franigt - ng
S~I£l 6. This completes the prool it will converge to a feasible frame schedule within up tariea
Proof of Theorem II1.1(ii): Letng = Z}i'l 0, be the total T(tJ_r 1) - T'ng with prpbability at least™s. This immediately
number of loads. We first note that the total number of franf§Ovides a exponential upper bound on the convergence rate,
schedules and, are fixed, the number of frames to decreade®» VC € C,
the distance from a certain infeasible schedule to a feasibl n2z
schedule (i.e.t in Definition 111.4) is uniformly bounded by a Pr{T(C) > tT"‘)} s (I-g™).
finite number of frames, and depends only on the scheduling )
algorithm, which we denote b¥i;. For simplicity, we usel’ BY lettingp =1 —¢"¢, and K' = T'ny, the result followsm
to refer toTr; here in this proof.
Recall that the proof of Theorem I111.1(i) implies that foeth C. Proof of Theorem V.1

current framei, we have o ) o
Proof of Theorem V.1(i): First, we will prove the finite

Pr{D(C[i +1T],C*) = D(C[i],C*) — 1} > (1/F)T™,  sustenance condition. Note that from Rule IV.1, the tinugss|

for the scheduled TXs that were successful are sustainéein t
i.e., over an interval of two frames, with at least probaypili same position at the next frame. Clearly, if all the schediule
q = (1/F)Te D(C[i],C*) decreases by 1, since in the worsTXs were successful (i.e., C[t] reaches a feasible FS), then
cast, each transmission was unsuccessful, and a timesslothe frame schedule at the current frame would be same as that
randomly chosen for each transmission with probability”, at the previous frame. Thus, the finite sustenance cond&ion
and we naveiy number of scheduled transmissions, and thiatisfied. In what follows, we focus on the proof of the finite
happens over two frames. improvement condition.

This also implies that with at least probability of Letthe current frame bg and choose an arbitrary feasible
¢P(Cl0LC)  the system will converge taC* within 7' x FS C*. Since C[t] is not feasible (otherwise the result im-
D(C[0],C*) frames. Note that convergence to a feasiblmediately follows), there exists some linksuch that the TX
schedule (possibly different fronC*) could occur much over! on some time-slot is not successful at this frameLet
earlier, since there could be multiple feasible frame sulesd us denote the set of such “unsatisfied links” By[t]. Also,

Further, note that foany frame schedul&€’, we have denote byL,[t] the set of links with “good” position w.r.t.
C*, i.e., the set of links whose slot schedules (i.e., row vecto
D(C,C") = ny. of a FS) are equal to those (@* 8. We first choose such an

le L,\Lyif L,\ Ly #0, and choosé € L, otherwise.
Case 1: | € £, \ Ly4. In this case, we again consider two
sub-cases based on whethgr = 0 or 1 (i.e., whether the

Thus, we have for any frame schedulé we haveVC €
C,vC* € C* (whereC andC* is the set of all possible and
feasible frame schedules, respectively),

* For notational simplicity, we henceforth omit the frameerg[t], in £4[t]
D(C,C ! I
PV{T(C) < Tne} > Pr{T(C) <TD(C, O*)} > P > qngndﬁu[t}, unless explicitly needed. !
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unsuccessful TX ovef on time-slots is scheduledC* or Proof of Theorem V.1(ii): It is clear that withany (Q4]t]),
not). whereQ4A[t] > PA[t], s=1,...,F,t =0,1,..., in element-
() ¢, = 0. Sincel ¢ L,, there is a slot’ # s, such that wise, more Ipw priori_ty TXs wiII_be !nvalidated at. stage
¢, =1 andey[t] = 0. Note that the slot schedules bf 3. Note that irrespective of the S|gnaI|n_g power adjustment
in C[t] andC* must have the same number of 1's. Nowcheme, the set of high priority TXs which have Qita trans-
from Property VII.1, there is a positive probability thafnission is fixed. Thus, RCAMA satisfies HPC witt)?’[¢]).
at framet + 1 we haveC[t + 1], such that the scheduled TNiS completes the proof
transmission ovet on slots at framet is movedto slot
s’, and all other scheduled transmissions at framel D. Proof of Theorem V.2
are scheduled at the same slots as at fran¥hen, we  To prove that RCAMA-VIR satisfies HPC subject to the
have D(C[t +1],C*) = D(Ct],C*) — 1. condition ond,,;,, it suffices to show that for arbitrary high
(i) ¢y = 1. We first let £ denote the set of scheduled linkspriority TX in 2, its success is guaranteed. In this proof, we
on s by C[t], but not byC*, i.e.,, L = {i € L | ¢is = consider the case of RTS-decoding failure of a high priority
1, ¢, =0} TX in H2%. Similar proof can be applied to the case of CTS-
Then, again there are two sub-casg®: there exists a decoding failure.
unsuccessful link" € £, I’ # 1, or (b) all the scheduled  We consider a high priority TX over over the link from
links in £, are successful os. to B, and a set of most dominan¥;,,, low priority TXs over

(a): Similar to (i), we can move the unsuccessful TXCi—Dis @ = 1,..., Nin;. Note that we have more high and
over !’ on s to a time-slots’ # s, on which a TX is low priority TXs in the network. Suppose that RTS fram

scheduled byC*), since £, N £, = 0. Then, we have to B fails due to the aggregate interference by RTSs from

D(Ct +1],C*) = D(C’[t],SC’*) _ . C;, i1=1,..., Ny (see Figure 5 for a similar scenario with
only differences that more high and low priority TXs are in

(b): In this sub-case, we first have the following claimhe network andV is replaced byN;,.).

(the proof will be presented later): First, from (4) we have that

Claim VII.1. Suppose that we choose a FS at frame f;(l) < Ly (5)
t, such thatC[t + 1] = C[t] (which is possible from
Property VII.1), i.e.,D(C[t + 1],C*) = D(C[¢],C™).

Then, there exists a link € L[t + 1], such that the from C3, ..., Cn.,, Is given by:

scheduled TX ovdf on s becomesinsuccessfuht frame Nint 1

41 Il = Px>y ——, (6)
im1 (i)

If Claim VIIL.1 is true, then, at the frame + 1, I
corresponds tcCase 1(i) Thus, after two frames from
t, we haveD(C[t + 2],C*) = D(C[t],C*) — 1.

whereq; is the path loss exponent frof; to B. Then, from
(5) and (6), we have

Nint

Case 2: | € L, C L,. Note that the fact we are in this - r 1
case implies that all the links ig, \ £, are satisfied since Law < la = P % ; (y;)2 ")
\(/:voensatlrvl\jg(s)n(.:hoose first an unsatisfied fink &, \ £, by Now, lety’ = d(B, C"), which is computed byB as follows:

Then, using the same definition gf, as that inCase 1(ii) P Nine ¢
this case corresponds@ase ii)(b), i.e., when all the links in W) ==—>1/) (i)’ ®)
L, are successful on slet Thus, again based on Claim VII.1, ) =1 Wi
with a positive probability we haveD(C[t + 2],C*) = whereq, is the path loss exponent frof to C".
D(C[t],C*) — 1. This completes the proof. Now, it remains As described in the algorithm descriptioB, assumes that
to prove Claim VII.1. there is no signal power loss betweéh and D’. Based on

Proof of Claim VII.1:By hypothesis (i.e.Case 1(ii)(b), all such assumption angd, B will adjust its CTS message power
the scheduled links om are successful except fér In other (denoted byP?) enough to invalidate the CTS from’ to C”.
words, all the links inC, U L [t] are successful except fér From (8), this is given by:

Note thatc;, = 1 and! € £,,. This implies thathe aggregate p Py P

interference by TXs over the links &), that are scheduled on ———— <~y = P/ > > jp— 9)

s is not enough to make the TX oveon s unsuccessful, and Pe/(y) Y 72221 1 (ye)=

the TXs inL[t] \ {I} necessarily contribute to the TX failure Let the path loss exponent frof; to C; be ;. Then, the

overl. SINR value atC’ for its CTS message fromv’ will be:
Also, sinceC[t+1] = C[t] by assumption, all the scheduled P/(z)%

links on s except forl should have low priority at frame+ 1. S o A

Then, HPC condition implies that the high priority valid TX Zn + P/ (yi)*

at stage 1 (in fact, the TX ovérshould be valid at stage 1)whereZy is the total received power &’ by other high and
is guaranteed to be successful, there must an unsuccedsfulldw priority TXs except for TXs ovedl— B andC;—D;, i =
over a link in £.[t] at framet + 1. & 1,..., Nint.

Note that the exact aggregate interference by RTS messages
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Then, it suffices to show that wit®?, all of N;,; low [18] K. Jung and D. Shah, “Low delay scheduling in wirelessaoek,” in
priority TXs over C;—D;,i = 1,..., N;, are invalidated, Proceeding of ISIT2007.

[19] A. Behzad and I. Rubin, “Optimum integrated link schiguy and power

ie., control for ad hoc wireless networkdEEE Transactions on Vehicular
) ) ) Technology 2006, to appear.
P/(z)% P/(z)P Py~ < (10) [20] R. Negi and A. Rajeswaran, “Physical layer effect on matformance
v Nai — po Nai — pu(L\B: — !° in ad-hoc wireless networks,” itn Proceedings of Communications,
Zu + P/ (yi) FY /(i) Py (z) Internet, and Information Technolog2003.
[21] P. Bjorklund, P. Varbrand, and D. Yuan, “Resourceiroation of spa-
Now, we have tial TDMA in ad hoc radio networks: A column generation ammi.”
\Bi Nai Y7 @ in Proceedings of IEEE INFOCOM003.
% < P(yi) P(dint) P(dint) [22] T. Moscibroda and R. Wattenhofer, “The complexity ofinectivity in
Zg+P?/(y)* = P(z)P T PY(dmin)P T PY(dpmin)® wireless networks,” irProceedings of INFOCOM2006.
(d- )@ZNintl/( _)g [23] R. Cruz and A. Santhanam, “Optimal routing, link schédpand power
< Y\ Gint i=1 Yi (from (9)) control in multi-hop wireless networks,” iRroceeding of INFOCOM
= d . 2003.
N t(c(l ngg) [24] K. Jain, J. Padhye, V. N. Padmanabhan, and L. Qiu, “Ihp&dnter-
< ﬁ (11) ference on multi-hop wireless network performance,Pinceedings of
min ) ACM MOBICOM 2003.
- [25] I. Rhee, A. Warrier, M. Aia, and J. Min, “Z-mac: a hybridam for
Thus, if 2% Nmt(dmt)a/@g) < dmin, W€ have wireless sensor networks,” iRroceedings of the ACM conference on
Embedded networked sensor systems (SenZya5.
]\]int(dmt)d [26] M. Krunz, A. Muqgattash, and S. Lee, “Transmission powentrol in
e = 1. wireless ad hoc networks: Challenges, solutions, and cyseres, 1 EEE
(dmin ) Network vol. 18, no. 5, pp. 8-14, 2004.

Thus, (10) is proved, which completes the pramf.
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